
Everything Is in Motion
Checker Vision Sensor and Time Resolution 

At the Vision show end of 2007, INSPECT hosted a panel discussion on the topic “All you 

ever wanted to know about Machine Vision software”. One of the panelists, Cognex co-

founder and Senior VP Bill Silver focused in his closing remark on motion and time resolu-

tion as the next most important development in machine vision software. INSPECT recently 

visited Bill at Cognex headquarters in Natick, Massachusetts and found out what this is all 

about and how it is connected to Cognex’s vision sensor product Checker.

INSPECT: Bill, I heard you claim that the 
Checker is not only a vision sensor but a new 
technology unmatched in the industry. Isn’t 
that a somewhat wild claim for the low cost 
end of the product range?

B. Silver: It’s very easy to 
look at Checker as Cogn-
ex’s low cost easy to use 
vision system. You know, 
we took In-Sight, which is 
more expensive and does 
a million things and wanted something 
that was easier and cheaper, so we 
stripped out all this stuff and now all 
Checker has is a couple of simple tools, 
and its really easy to set up. Well of 
course that’s the truth but it‘s not the 
whole truth. And the whole truth is, I 
think, more interesting. I think it really 
does represent a tremendous break from 
the past and one that – if I have anything 
to say about it – is going to be much more 
common in machine vision moving for-
ward. 

Regarding the break from the past, I remem-
ber you saying during the panel discussion we 
had in Stuttgart that there are two important 
technology developments coming up: one is 
3D, and the other one is time resolution. So 
over a year later now, would you still forecast 
the same? 

B. Silver: I would. So let me talk some 
about motion and time resolution, partly 
because I did make that probably the 
centerpiece of my closing remarks. I 
think it was probably the most surpris-

ing thing that people heard that day be-
cause nobody else was talking about it. 
I’m the only one, and here’s why. Let’s 
go back 25 years to the emergence of in-
dustrial machine vision. So, in the old 

days, all image analysis and industrial 
machine vision was binary. Threshold 
an image, and you’ve got a binary image 
and you do things like blob analysis and 
morphology, and that’s the way it was 
all done. Grey levels were kind of con-
troversial. I remember I gave a paper in 
1984 for a conference in Boston on why 
grey level processing is a good idea. And 
there were articles saying it’s a waste of 

time, who needs all these grey levels be-
cause after all it’s either an object or its 
background. And what my paper 
showed, that it makes a difference even 
if the object is essentially binary, like 
let’s say a character. It’s supposed to be 
binary. It’s either ink or not ink, right? 
But here’s the problem and this problem 
is fundamental to machine vision accu-
racy, and one of the reasons I’m inter-
ested in motion today. You’ve got a pixel 
grid and if you’ve got a perfectly binary 

object its edge cuts through the pixel 
grid in random ways. That’s why you 
need the grey levels, because if you want 
to get down to the sub-pixel level you’ve 
got to understand how these edges cut 

through the pixel grid. 
And the pixel grid funda-
mentally limits what you 
can do. In the early days, 
it was very controversial 

that you could get any sub-pixel accu-
racy. In fact there are some people even 
today who are skeptic, “You can’t get 
sub-pixel, that violates the sampling 
theorem. How can you get more resolu-
tion than your pixel size?” Well of course 
in 1983 people didn’t believe it. There 
were articles published in the trade 
press saying this whole sub-pixel thing 
is nonsense. Just like you were talking 
about the 40th of a pixel, was it just a 
myth…

“I remember I gave a paper in 1984 for a 
conference in Boston on why grey level 
processing is a good idea.”

“The grid is the limiting factor for things 
like normalized correlation.”
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It’s a long way from binary 
images to the claim of sub-pixel 
accuracy of a 40th of a pixel.

B. Silver: We eventually had 
to prove that you really could 
do it, and the key was going 
from binary to grayscale. That was the 
key to sub-pixel resolution. And the rea-
son is you need more information. When 
you have a binary image you’ve kind of 
thrown away all this information and the 
nature of the pixel grid is what kind of 
screws it up. So we went to grey levels, 
and we achieved sub-pixel resolution. 
The problem though with grey levels 
once again when we developed things 
like Search is that the patterns we were 
looking for with the search were repre-
sented by pixel grids, alright. So if you 
look at a correlation template even if it’s 
grayscale it’s represented by a pixel grid. 
With pixel grids it‘s easy to move one 
pixel by one pixel or five pixels. It’s hard 
to move a pixel grid by 2.5 pixels or 3.7 
pixels, it’s hard to rotate a grid. When 
you rotate a grid, when you change the 
magnification of a grid, when you scale 
it, errors are introduced necessarily, and 
again the grid is the limiting factor for 
things like normalized correlation. So 
when we went to PatMax, what I call geo-
metric pattern matching, the idea was to 
get away from the grid representation. 

By using a camera you have no chance but 
starting off with a pixel grid.

B. Silver: Of course you have to start off 
with a grid because that’s what the cam-
era does, But if you can represent 
your model not as a grid, but as 
essentially a geometric shape 
that is at least conceptually 
real numbers then all of a 
sudden you can rotate it, 
you can do all sorts of things 
without losing accuracy, 
and that’s why with these 
methods we were able to 
get more accuracy than cor-
relation. We can argue about 
whether it’s a 40th of a pixel. 
I’d be happy to have that discus-
sion as to why I believe that, but 
that was the next step. 

Now at this point, sub-pixeling long since 
solved, what is the next step, what is the 
next “PatMax”?

B. Silver: You know what? We have 
gotten as much information out of 
an image as we are going to get. 

We are not going to get anymore infor-
mation out of an image. And here is the 
reason why I say this: when we went 
from binary to grey level and developed 
Search grey level normalized correlation 
it took us about three months to make 
that work. It was 10,000 lines of code. 
Some very clever algorithms were devel-
oped, and that got us from whole pixel 
accuracy to quarter pixel or whatever it 
is. PatMax was probably 100,000 lines of 
code and it took four years.

We are squeezing information out of 

that image and squeezing and squeezing 
and squeezing information out of the im-
age and you know what? It’s gone man. 
To get more information out of the image 
than PatMax gets, would take a million 
lines of code and 10 years and who knows 
whether it would really even work. It’s 

like you ever squeeze an orange to get 
orange juice? At some point you stop and 
throw the orange away because the ef-
fort to get another drop of juice out of 
that orange isn’t worth it. And I think 
that’s where we are with images today. 

So, how do you get more information, what 
do you do? 

B. Silver: To me what you got to do is get 
past the limitations of the pixel grid, and 
these accidental alignments that I keep 
talking about. For every image, all the 
image features are aligned relative to the 
pixel-grid in an accidental way. Where 
was that object when the trigger came 
in? So here’s the thing about motion. Mo-
tion eliminates accidental alignment be-
cause you can see a feature as it moves 

through the pixel grid. 
It will appear in one im-
age in a certain way 
relative to the pixel 
grid, but the next image 
it will be moved a little 
bit, it will be rotated a 
little bit. So you get to 

see it multiple times. You get to see that 
feature as it cuts this pixel grid in differ-
ent ways and all of a sudden it’s like 
opening up a window, there’s more infor-
mation. You don’t have to squeeze that 
same orange any more because now 
you’ve got fundamentally new informa-
tion that you didn’t have from that one 
image. You can watch this feature move 
through the image. To give you an exam-
ple, let’s say that I’m running a standard 
edge detector. I’ve got an edge that’s a lit-
tle bit under resolved. It’s maybe a pixel 
wide, or maybe a pixel and a half. As this 
thing moves through the pixel grid, as 
this thing rotates, the basic characters of 
that edge – its strength, its direction, 
whether it even exists or not – change 
quite a bit based upon the accident of 
where it hit that pixel grid. And if you 
look at these algorithms you can see 
what happens when things get a little bit 
under resolved. The fundamental mea-
sures vary quite a bit. It’s no longer reli-
able whether this edge exists, you can no 
longer tell where exactly it is anymore 
from a single image. But, from several 
images if you can identify that feature in 
these several images as Checker tries to 
do, – all of a sudden you can recover a 
tremendous amount of information. Ac-
curate information about where it is, ac-

curate information about whether it 
exists or not, accurate information 
about its angle. 

“You don’t have to squeeze that same 
orange any more because now you’ve 
got fundamentally new information that 
you didn’t have from that one image.”

“To get more information out of the image 
than PatMax gets, would take a million 
 lines of code and 10 years and who knows 
whether it would really even work.”
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Checker was the starting 
point for the use of new 
methods to get beyond the 
pixel grid?

B. Silver: The methods I’ve been working 
on since Checker are to use the motion 
of objects through the pixel grid to fun-
damentally get additional and more reli-
able and more accurate information 
about everything from edges to complex 
patterns. And to me, if you want to do 
better than PatMax, if you want to take 
the next step, you’ve got to get more in-
formation and motion is one of the best 
ways I know to get that information. Eve-
rything is in motion – in an industry, in 
the world, everything is. Even if some-
thing stops in front of the camera it had 
to move to get there. So if the informa-
tion is available in the process all you’ve 
got to do is build the sensors and the al-
gorithms that can take advantage of it. 
And if you want to do better than what 
we’ve got now from a single image – to 
me that’s one of the best ways of doing it. 
3D is another way of getting additional 
information but again we have squeezed 
that one image as much as it’s going to 
be squeezed. You got to do something 
different. And the reason I’m excited 
about motion is – as I said – everything is 
in motion, I don’t have to create it, it’s al-
ready there. The quality of the informa-
tion you get, the accuracy and reliability 
of information that you can get goes up 
tremendously. I also like it because no-
body else is working on it. I like things 
that nobody else is doing. 
Checker is right now the 
first and only product on 
the market that does mo-
tion. 

Why is it that this method is only used in the 
lowest cost and easiest product of Cognex, 
and not in any other product so far?

B. Silver: Historical accident.

Ok, …

B. Silver: A lot of times the answer to the 
why questions is, it was an accident. 
Checker was a giant accident. We really 
were trying to make a low cost easy to 
use vision system. That was the original 
goal of the project and so we said „Ok, 
we need a low cost imager“. What we 
also need since it’s a vision system, is an 
imager with a global shutter. The prob-
lem was to find an imager with a global 
shutter that’s cheap. Well cheap means 
CMOS. At that time, you could get plenty 

of CCD sensors with global shutters but 
they were very expensive and we were 
having a hard time finding what we 
wanted. Well, one of the hardware guys 
came up to me and said “I’ve found this 
sensor. It’s very inexpensive, it’s got a 
global shutter, but I’m sure you’re not 
going to like it. I only brought it up be-

cause it’s the only one I could find with a 
global shutter and is inexpensive. But 
the reason you’re not going to like it Bill, 
is because it’s only 128 x 100 and that’s 
not enough”. So I looked at it and I said, 
„Yeah that’s really not a whole lot of pix-
els, but – oh isn’t this interesting, it runs 
at 500 frames per second. What can you 
do with that?“ Well immediately it oc-
curred to me that no one else was think-
ing about what you could do with it. 
That’s what gets me interested, what is it 
that no one else is thinking about. Now 
maybe they’re not thinking about it be-
cause it’s a stupid idea, but I was in-
trigued by this and I said „Well, is there 
anything you can do with 128 x 100 pix-
els in machine vision?“ And it occurred 

to me that we compete with photoelec-
tric sensors for inspection applications 
where people use five or six sensors to 
inspect something. Photoelectric sensors 
got one pixel. Surely with 13,000 pixels I 
can do something. I’ve got 13,000 times 
as many pixels as that guy does. Now I 
don’t have a quarter of a million pixels 
like In-Sight does, but surely there’s 
room in the world for a 13,000 pixel sen-
sor, when we know that one pixel sen-
sors are useful. And I also said to myself 
„Why should I make yet another quarter 
of a million pixel sensor?“ The world is 
covered with quarter of a million pixel 
sensors. So, this accident got us to think-
ing – what can you do with this oddball 
thing that’s only 13,000 pixels, but runs 
at 500 frames a second? That’s why it’s 
in Checker and not anything else. It was 
this kind of accident. 

“Checker is right now the first and only 
product on the market that does motion.”

So the major innovation needed the open 
mindset for starters.

B. Silver: At that point the In-Sight project 
has been going on for 10 years. Major in-
novations like this never happen to a ma-
ture product line. Technology is like ce-
ment. When cement is wet you can do 
anything – it’s early, it’s new, you can 
pour it into any shape you want but once 
it dries you’re stuck with it and technol-
ogy is like that. When you start off with 
the technology you can mold it any way 
you want but after a certain amount of 
time, and particularly when it starts find-
ing some success in the marketplace, it 
becomes hard like cement. You can no 
longer do big things to it. You can chip 
away a little bit at it, but the only way to 
get something radically new is to start 
over again. And of course with Insight, 
you’re not going to do that. Its 10 years 
old. It’s wildly successful. It’s a great 
product. So it had to be something new. 
It’s the history of how the technology was 
developed that determined why it ended 
up in Checker and not somewhere else. 

Bill, it was fun talking to you and I’ll be look-
ing forward to the next historical accident 
that you might come up with.

“The only way to get something radically 
new is to start over again.”

Contact 2
Cognex Corporation, Natick, MA, USA
Tel.: +1 508 650 3000
Fax: +1 508 650 3333 
info@cognex.com
www.cognex.com

“Everything is in motion –  
in an industry, in the world, 
everything is.”
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